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Topics addressed during last lectures and laboratory sessions:

1. Signal sampling:
m Analytical derivation of aliasing and Nyquist-Shannon theorem.

2. The Discrete Fourier Transform:

m Analytical derivation of spectral leakage and special windowing
functions.

Topics to be addressed in this lecture and laboratory session:

3. Identification of the main tone parameters via Interpolated DFT
(IpDFT):

® Estimation of the main fone frequency f,, amplitude 4,, phase ¢,.
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A ftrivial DFT-based synchrophasor estimator

The main task of a synchrophasor estimation algorithm is to assess the
parameters of the fundamental tone of a signal by using a previously
acquired set of samples representing a portion of an acquired
waveform (i.e., node voltage and/or branch/nodal current).

A ftrivial approach to estimate the parameters of the main DFT tone
might be based on the estimation of the position of a local DFT
maximum (i.e., say the k, bin of the spectrum) within a specific
frequency range. Based on this approach the synchrophasor estimated
parameters f,, Ag ANd pomay be computed as follows:
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Intfroduction n

A ftrivial DFT-based synchrophasor estimator

The accuracy of this trivial synchrophasor estimator is related to the accuracy in
the locatfion of the DFT peak. In particular the maximum error in the peak
location is equal to half of the DFT frequency resolution Af = 1/T, as the main
spectrum tone may lie somewhere between the highest and 279 highest bin of
the DFT spectrum.

In parficular it should be noticed that the relative error in the frequency
estimation

max(ef) max|knAf = fol _14f 1 K
max(er) = 5 fo  2fo 2Th  2Nfo

Is (unforfunately) maximized when Fg >> f, (i.e. for components lying in the
beginning of the signal spectrum), lgwo’r IS the case of typical synchrophasor
estimation algorithms.
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Intfroduction n

DFT interpolation

In order to improve the accuracy of this trivial synchrophasor estimator there are
several options:

1. Decrease the sampling frequency (see previous formula)
CONS: dliasing may arise

2. Increase the window length (i.e., improve the frequency resolution)
CONS: higher number of samples to be processed = higher computation time
CONS: in order to reach high accuracy levels, very long windows are needed

3. DFTinterpolation

A more exact estimation of the main spectrum tone location can be given by
colcg:lo’ring the abscissa of the maximum of an interpolation curve of the DFT
spectrum
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IoDFT formulation n

Signal model, time-windowing and DFT

Let's consider a very simple discrete-time signal x(n) produced by a
sampling process characterized by a sampling frequency Fs

x(n) = Aygcos(2mfynTs + @)
Being fy, Ao and ¢, the signal frequency, amplitude and phase respectively.
As we have seen, the input signal is sliced in portions containing N samples
using a pre-selected windowing function w(n); its DFT spectrum can be
computed:

N-1
X(k) & w(n)x(n)Win
ZO ;

2
B

As known, if the window does not contain an integer number of periods
k(1/f;), k € N, of the signal x(n), leakage occurs. As a consequence, the
main tone of the signal is located between two consecutives DFT bins. Its
location can therefore be expressed as follows:

kpeak = km + 0

being k,, the index of the DFT bin characterized by the highest magnitude
and —0.5 < § < 0.5 a fractional correction term.



IoDFT formulation

An intuitive interpretation

From the last equation, the [PDFT problem may be formulated as follows:
Based on the DFT spectrum X (k) of the signal x(n) analyzed with the known
windowing function w(n), find the correction term § that better approximates
the exact location of the main spectrum tone.

To be noficed that k.4, can also be interpreted as the number of acquired
cycles of the input signal. Therefore if:

kpeak = km (6=0)
* \ X(k)
coherent sampling (NO leakage)
Kpeak # km (8 # 0) \
v \
incoherent sampling (LEAKAGE) \

Positive image — — Negative image —e DFT

Based on the number of DFT bins used ||
to perform the interpolation, [pDFT \ o/
algorithms may be separated in 2- /
points, 3-points, ... DFT interpolators.




loDFT formulation n

Analytical formulation
The spectrum of x(n) can be expressed in terms of the positive and negative
iImages of the main frequency tone at the unknown frequency f; (or wy):
X(w) = %ej‘pOW(a) — wp) + %e‘j‘POW(w + wg)
being W(w) the Fourier transform of the selected window function. Assuming that
the effects of leakage are properly compensated by windowing, we can neglect
the long-range spectral leakage produced by the negative
spectrum image and express the 2 highest
bins of the DFT X(k,,), the highest, and X(k,,, +
£), the second highest, with e=+1 as a |
function of the positive spectrum image only: o
|X(km + g)| _ |X(wm+e)| _ |W(wm+e B (Uo)|
X (k)| 1 X (wm)l W (wm — wo)
_W(wo+ (e =8) - 2nF;/N — w)y)|
 [W(wg—6-2nF,/N — wp)|
_W((e=8)-2nF/N)|
-~ |W(=6-2m/NE)|

Note that ’rhe DFT frequency resolution is f '
Aw = 2nAf =— =2nF;/N and § isunknown. \\ 17/

Positive image — — Negative image —e DFT




IoDFT formulation n

Solution for the rectangular window

Let us recall from lecture 1.3 the Fourier transform of the rectangular windowed
signal:
I{wg (6) - x(1)} = I{wgr(t) - Agcosrfot + @o)} = Wr(f) * X(f)

. 1 T
= Age/?oT sinc(fT) * Z[8(f = fo) + 8(f + fo)] = Age/?0 = [sinc((f — fo)T) + sinc((f + fo)T)]
Let us assume (again) that the effects of leakage are properly compensated by

windowing, so we can neglect the long-range spectral leakage produced by
the negative image. Therefore, we can say

. T
S{wg(t) - x(t)} = Aye/¥o Esinc((f — f)T)

Therefore, we have that (recall that T = N/E,):

NS (T2 R _sm T E
2F, w—woN w — W

2 ks

. T ; '
Ayel®o ESinc((f — f)T) = Age/PoWgr(w — wy) = Agel?0

(W((e=6)-2mFs/N)|
|W (=821 /NF;)|

Let us now express the ratio previously obtained by using the

Wr(w).



IoDFT formulation
Solution for the rectangular window

We obtain the following for the rectangular window:

Sin((e—6)-2nFS/N) N)

(WR((e-6)-2mFs/N)| _ 2 Fs —§-2mFs/N
|WR(=6-21/NFy)| (e—68)-2mFg/N) sin(‘5'2”Fs/N> ;V)
2 S

sin(mt(e-46))

sm( 571)‘ -

(-9)
__|—sin(=6ém) ‘ . ‘
(e-6) sin(— 67'[)

In view of the above, we can estimate § (the only unknown) as:
. |XCw o)l
| X (k)| + [X (ki + )

and the signal frequency is then:
fo = (km+8)Af



IoDFT formulation
Solution for the rectangular window

To compute the signal magnitude 4,, we may recall that we
expressed the Fourier transform of the windowed signal as:

. T
J{wg(t) - x(t)} = Ayel¥o 2 sinc((f — f)T)

Therefore, we can express the following ratio:

Ay | Xkm+8| N —6-2nFg/N B
XUe)l — 1X(km)l — 2F; Sin(—@-ZnFs/N)ﬂ) -
2 F
B —Oom
~ |sin(—=6m)
and solve for 4, to get
Ay =Xk 2
o = 1X (k)| sin(nS)

The estimated phase can be simply expressed as
®o = 2X(k,,) — b




IoDFT formulation n

Solution for Hanning (Hann) window

As known the spectrum of the discrete-time Hanning window of length N may be represented as the
following combination of “Dirichlet kernel”:

sin(w N/2)
sin(w/2)
Wy(w) = —0.25-Dy(w —21m/N) + 0.5 - Dy(w) — 0.25 - Dy(w + 21/N)

Dy(w) = e Jo(N-1)/2

By replacing in the previously defined 2-bins ratio W(w) = Wy (w):
| X(km + ) [Wy((e—=9)-2n/N)| _ | 6+ ¢
IX(k)l IWy(=6-2n/N)| |6 —2¢

And, in view of the above approximated equality, we can express § as:
a 2|X(km + g)| - |X(km)|

~ X)) + 1X (e + o)

and the signal parameters as:

fo = (km+8&)Af

5 |«
15— 1)
sin(m8)

G = 2X(k,,) — b

AO = |X(km)| ‘



lIoDFT-based synchrophasor estimation n

Signal sampling
_
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lIoDFT-based synchrophasor estimation n
Signal windowing

A _
x(t) Signal x(n) Signal w(n) -x(n)| Discrete X(k) Spectrum fo. Ao Po
samplin windowin FOUTEl analysis g

piing 9 Transform y

Hanning window:

1 —cos (2%)

2

N
ne 0N -1 N v

wy(n) =




lIoDFT-based synchrophasor estimation
Discrete Fourier Transform

x(0) Signal x(m) Signal W) - x(n) A Spectrum Jo- Ao %o
sampling windowing Fourier analysis g
Transform
Positive image =—— = Negative image —e DFT
\
N-1 \
2 kn \
X(k) 2 5 z w(n)x(m)Wy \
n=0 \
k € [0,N—1] »




lIoDFT-based synchrophasor estimation
Spectrum analysis: (i) DFT maximum identification

[ (—} e
x(t : x(n . w(n) - x(n)| Discrete X(k
® Signal () Signal () - x(n) Fourier () Spectrum
samplin windowin analysis
ping g Transform y
Positive image =—— = Negative image —e DFT

X (ke + DI < [X(ky — D)

60<0
e=-—1




lIoDFT-based synchrophasor estimation

Spectrum analysis: (ii) DFT interpolation

x(t)

—

Signal
sampling

x(n)

Signal

~

Ay = |X(km)|‘

o = 2X(ky) — b

windowing

21X (km + )| — X (k)|

= E X U + (X (ko + 0

fO = (km‘l'S)Af

)
sin(nS )

|62 - 1]

w(n) - x(n)| Discrete X(k) Spectrum
Fourier apnal sis
Transform y
Positive image — — Negative image —e DFT

X(k)
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